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ABSTRACT: Porous two-dimensional crystals offer many
promises for water desalination applications. For computer
simulation to play a predictive role in this area, however, one
needs to have reliable methods for simulating an atomistic
system with hydrodynamic currents and interpretative tools to
relate microscopic interactions to emergent macroscopic
dynamical quantities, such as friction, slip length, and
permeability. In this article, we use Gaussian dynamics, a
nonequilibrium molecular dynamics method that provides
microscopic insights into the interactions that control the
flows of both simple liquids and liquid water through
atomically small channels. In simulations of aqueous transport,
we mimic the effect of changing the membrane chemical

composition by adjusting the attractive strength of the van der Waals interactions between the membrane atoms and water. We
find that the wetting contact angle, a common measure of a membrane’s hydrophobicity, does not predict the permeability of a
membrane. Instead, the hydrophobic effect is subtle, with both static and dynamic effects that can both help and hinder water
transport through these materials. The competition between the static and dynamical hydrophobicity balances an atomic
membrane’s tendency to wet against hydrodynamic friction, and determines an optimal contact angle for water passage through
nonpolar membranes. To a reasonable approximation, the optimal contact angle depends only on the aspect ratio of the pore.
We also find that water molecules pass through the most hydrophobic membranes in a punctuated series of bursts that are
separated by long pauses. A continuous-time Markov model of these data provides evidence of a molecular analogue to the
clogging transition, a phenomenon observed in driven granular flows.

1. INTRODUCTION

The hydrophobic effect is one of the most important and
elementary phenomena in chemistry.'~"” On macroscopic
scales, it is the driving force that partitions oily and aqueous
solutions, and on molecular length scales, it shapes the folding
pathways of proteins and reinforces the stability of
biomolecules.”"® Advancing the qualitative and conceptual
underpinnings of the hydrophobic effect into quantitative
theory remains a grand challenge in physical chemistry. The
majority of work in this field has focused on solvation and
aqueous chemistry, where the hydrophobic effect is thermody-
namic in nature and depends solely on the statistical mechanics
of intermolecular configurations.”>™ In these aspects of
chemistry, hydrophobicity derives from molecular statics. The
simplest example comes from the wetting of solid surfaces,
where one measures the surface’s hydrophobicity through the
contact angle.”*™*° For a droplet resting on a surface, the
contact angle is a function of the liquid—solid surface
tension.”*> But, in dynamical contexts, quantifying the
hydrophobic effect is more complicated. For a rolling droplet,
the contact angle depends on other dynamical quantities and
the surface tension becomes an incomplete predictor of
wetting.”>> 7

In this article, we bring new attention to the dynamical roles
that the hydrophobic effect plays in aqueous transport.
Motivated by applications to water desalination, we study
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aqueous flow through porous two-dimensional (2d) crystals
using graphene as a model system.’* ™’ In water desalination,
the size of the hydrated ion to be blocked dictates the size of
the pore, so the throughput is bottlenecked by how fast one can
push water across the membrane. One figure of merit that
quantifies the throughput for a semipermeable membrane is the
permeability, which is proportional to the slope of the mass flux
versus the applied pressure.*”*" Although the hydrodynamics
appropriate for water desalination is at low Reynolds number
(Re) and transport takes place close to thermal equilibrium,
computing the permeability from simulations at thermal
equilibrium is computationally impractical.*>** To address
this problem, we have developed Gaussian dynamics (GD),
which is an atomistic simulation method that allows one to
simulate a fluid away from thermodynamic equilibrium and
under flow, and is also faithful to statistical mechanics and
hydrodynamics.”” In Section 2, we present a thorough
derivation and discussion of GD. Hydrodynamic currents
emerge naturally in simulations using GD, and from them one
can compute hydrodynamic-like transport properties by
systematic averaging without imposing a priori knowledge of
boundary conditions or flow profiles.
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In previous work,"” we compared GD with a fixed gradient
protocol for nonequilibrium molecular dynamics, the “pum
method”,** and with predictions from linear response theory."
In Section 3.1, we discuss the similarities and differences
between GD and the pump method in more detail for both
Poiseuille flow and flow through porous walls. These two
methods do not always give the same results for the
permeability, and the deviations between the two are rooted
in the fluctuations that each method allows. Because GD admits
density and pressure fluctuations, it permits flow through pores
in superhydrophobic membranes where the pump method does
not. In Section 3.2, we present a thorough discussion of the
calculation of the pressure profile and pressure drop, which are
used to compute the permeability. In Section 3.3, we use simple
liquids as model systems to investigate the hydrodynamic slip
length, which measures the deviation from the idealized “no-
slip” boundary condition.** The slip length in simulations of
water in carbon nanotubes has been a topic of controversy, with
different simulation methods yielding different results.”” ™" Our
results show that the slip length depends sensitively on how
one holds the membrane atoms in place, either through a rigid
constraint or with harmonic springs. The slip length depends
much less sensitively on whether the membrane atoms or the
fluid atoms are thermostatted. These observations have not
been discussed in the literature and may be at least partly
responsible for some apparent disagreement between different
studies.

While graphene has been the workhorse system for water
desalination applications, it is now feasible to produce high-
quality samples of other 2d crystals, such as MoS, and BN.**~>°
It is possible that these materials could outperform graphene
and it is therefore imperative to understand the types of
intermolecular interactions that lead to fast water transport
through these emerging membranes. Rather than studying
specific candidate 2d crystals, we cast a broader net and tune
the intermolecular potentials between the water molecules and
the membrane parametrically so that we can answer general
questions about what governs water transport through these
materials. We refer to these atomically thin model membranes
as “atomic membranes.” The results of this study appear in
Section 3.4. In our models, the intermolecular interactions
come in two flavors, polar interactions and van der Waals
interactions. These two classes of interactions between water
and membrane atoms can both tune the wetting contact angle,
but the dynamics of water passage depends sensitively on which
class is dominant. Two membranes having different interaction
types but with the same contact angles, pore geometries, and
pore sizes will not necessarily have the same permeabilities.
Furthermore, the fluid flow endows the hydrophobic effect with
both static and dynamic parts. The static contribution of the
hydrophobic effect manifests as a tendency for the liquid to wet
the pore and can be understood in terms of equilibrium
thermodynamics.'”***” The dynamical aspects of hydro-
phobicity emerge as resistance, or friction, between the liquid
and the solid surface. Indeed, the competition between the
static and dynamic hydrophobicity determines the optimal
permeability for a given membrane.

Finally, in Section 3.5, we find regimes where water transport
deviates from a simple biased Markov random walk model,
which is fundamental to the linear response theories that
describe water transport near equilibrium.”' We find that sharp
bursts and long pauses dominate the mass current through the
pores in the most hydrophobic membranes, and we analyze
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these dynamics using a continuous-time random walk (CTRW)
model. The waiting-time distribution shows the onset of a
power-law decay and the burst-size distribution is an
exponential. These two features are signatures of the clogging
transition observed in granular systems.**”®* Interestingly, in
this parameter space, the clogging phenomenon is a unique
feature of the hydrogen bonding dynamics of water and cannot
be explained purely by the granular nature of water on a
molecular scale.

2. METHODS

2.1. Derivation of GD. GD is rooted in Gauss’s principle of
least constraint, which finds the equations of motion that
strictly obey a set of constraints but that generate dynamics as
mathematically close as possible to unconstrained Newtonian
mechanics.”*** This is similar in spirit to other constraint
methods, such as Euler—Lagrange constraint dynamics and
extended Lagrangian ensembles, that have a long history in
molecular dynamics simulations.”> We start by first discussing
the constraints and then discuss Gauss’s method to satisfy
them. It is trivial to constrain the positions of atoms that are
fixed in space, so we do not include them in this discussion. For
a system of N atoms with masses {m} at positions {r}, the
constraint that holds the total mass flux constant, written as a
level set g, is

N
oy _ L . _
gf({l‘}) = M; mE;, — ucoy = 0 D

where M = YN m; is the total mass of the system, overdots
denote time derivatives, and ucpy, is the center-of-mass (COM)
velocity of the fluid which is held constant. For compactness of
notation, we suppress time dependence. Although out of
equilibrium, the flows that we study are at steady state. To
satisfy the constraint in eq 1, an external force will drive the
system and heat it. A thermostat must dissipate this heat to
maintain steady state, which requires another constraint.

To develop a thermostat, one needs a working definition of
temperature. Following previous work,®> we assume that the
velocity of an atom in the lab frame f; can be decomposed into
a thermal part v; and a streaming part u(r;),

i, =v + u(r) 2)
which implies that the flows are not turbulent. With this
decomposition, we assume local equilibrium and define the
kinetic temperature with respect to the thermal, or peculiar,
velocities v,.°>% The thermal velocities have zero mean and a
standard deviation given by equipartition. The streaming
velocities

Zil md(x; — r) (3)

must be determined self-consistently, which we achieve by
spatial averaging. Figure 1 depicts the resolution of the Dirac -
functions in eq 3 by spatial binning. These considerations lead
to the following temperature constraint

u(r) =

d(N — N)ksT
2

il 1) = 5 3 m = u(e))’ -
) @
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Figure 1. Image of a 2d Lennard-Jones (LJ) simulation illustrating the
calculation of the streaming velocity profile, u(r). The blue points are
the fluid atoms and the gray points are the wall atoms. The gray boxes,
fixed in the lab frame, represent the resolution for u(r), with a linear
dimension typically on the order of a few atomic diameters. The
streaming velocity within each bin is the COM velocity of the atoms in
that cell.

where kg is Boltzmann’s constant, T is the temperature set-
point, d is the dimensionality, and N, is the number of bins
used to compute the streaming velocity profile (Figure 1). At
equilibrium, this constraint (eq 4) generates the well-known
Gaussian isokinetic thermostat.””**°”*® Because the form of
the velocity profile is not assumed a priori but is determined
self-consistently a posteriori, the constraint in eq 4 leads to a
profile-unbiased thermostat (Figure 1).°” Equation 4 pertains
to the situation where only the fluid atoms are thermostatted.
In general, the thermostatted atoms may or may not be the
same as the fluid atoms constrained in eq 1. For example, when
a system consists of a fluid flowing between walls, if the wall
atoms are mobile, then either the fluid, the walls, or both can be
thermostatted. If both the fluid and the walls are thermostatted,
then the thermostat constraint will couple the momenta of fluid
atoms to the momenta of wall atoms, rendering the COM
momentum of the fluid unconserved. Instead, both the wall and
fluid atoms can be thermostatted simultaneously with a
separate thermostat for each.

The constraints in eqs 1 and 4 depend on the velocities,
making them nonholonomic constraints.”’ Tt is difficult to
satisfy nonholonomic constraints using Euler—Lagrange con-
straint dynamics,”"’” so we turn instead to Gauss’s principle of
least constraint, which finds the accelerations that minimize the
cost function

1% EY
C({l‘, I, 1‘}) = EZ mz(l‘z - ;tJ + ﬂTgT + A’f.gf

i=1 i

©)

where F; = —V U is the force on atom i from the intermolecular
potential U, and the As are Gaussian multipliers. In the absence
of the constraints, the accelerations that minimize eq 5 follow
Newton’s law mf; = F,. The constraints given in eqs 1 and 4 do
not depend on the accelerations, so to minimize eq S with
respect to the accelerations, we write the constraints as
functions of the accelerations by differentiating them with
respect to time.”® Including geometry constraints, such as rigid
bonds, is trivial because those constraints are holonomic; they
depend only on positions and separate completely. Here, we
ignore the temperature constraint to illustrate the solution
process. For the full treatment, see the Supporting Information
in ref 40. The time derivative of eq 1 is

N
g =) mi=0
i=1 (6)
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which gives the cost function

1< E) <
C({¥}) = 52 mi('r}- - —i) + A Y mi )
mi i=1 7

i=1
We now find the accelerations that minimize the cost function

d E
—C({#}) = my| & — — |+ Agm; =0
oF; " (8)
This gives the equation of motion
mi, = E — Agm, )
We solve for A; by summing eq 9 over all the atoms
N N N
Zmii‘i= ZE —/lemi
i=1 i=1 i=1 (10)
The term on the left-hand side is zero due to eq 6, so we find
L&
A= _Z E
M3 (11)
The resulting equation of motion is
mi, =E —ml (12)
where we have defined the vector
L X
I=A = —Z E
M3 (13)

I is an acceleration, not the identity matrix.

Including the Gaussian isokinetic thermostat and molecular
geometry constraints would simply add more terms to the
equation of motion™’

mi, = E — ml — m&(i — u(r)) + f, (14)

where, for molecules, f; is the force of constraint that fixes the
intramolecular geometry,”>”* and ¢ is the drag coefficient

associated with a profile-unbiased Gaussian isokinetic thermo-
statd36H67—69

>, (5 — u(r))E
Zf\il m,(&; — “(ri))z (15)

Instead of exactly satisfying the temperature constraint at each
time step, we fix the average kinetic temg)eratl_lre using a profile-
unbiased Nosé—Hoover thermostat.”>**”>7® This greatly
improves computational speed. Note that the final equation
of motion (eq 14) does not depend on the COM momentum
set point ucgy. This means that GD only preserves the initial
COM momentum. As such, one must initialize the system with
a nonzero COM momentum to simulate a steady-state flow.
Section 2.4 discusses this and the equilibration to steady state in
detail.

The flow constraint applies a driving force to each fluid atom
equal to —m,L. Physically, I is a gravitational field that fluctuates
in time to maintain the mass flux through the system. In
practical applications, I is weak. In 2d L] simulations, even at Re
around 10, the average applied force is approximately equal to
the force between two LJ atoms separated by 3 o. This force is
so weak that it is beyond the cutoft distance typically employed
in simulations.

¢
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Figure 2. Snapshot from a 2d simulation using the pump method, with the pump region outlined in orange. An external force, applied only to the
atoms in the pump region, creates a pressure drop across the pore, situated in the middle of the image. The simulation box must be long enough so
that the bulk fluid can equilibrate the pressure and spatially discontinuous force applied in the pump region. In our simulations, the pump region is
S o wide and is centered on the periodic boundary. For clarity, the pump region shown here is shifted and not drawn to scale.

Equation 12 was first derived in ref 40 and is the basis of the
GD method. It is simple, but it is theoretically rigorous, unlike
many common nonequilibrium methods that employ ad hoc
combinations of external forces, particle swaps, and thermo-
stats.*”**”77% GD is computationally inexpensive because
computing I scales as O(N). GD also consistently averages
more quickly than both the pump method and linear response
theory. "

2.2. 2d LJ Simulations. To understand some of the
differences between GD and another common method for the
simulation of steady-state flow, we perform some comparisons
using a 2d LJ test system. We compare GD to the “pump
method”, in which a force is applied only to atoms in a “pump
region”, which is a region far from the region of interest, such as
a pore (Figure 2).** In some applications of the pump method,
the force per atom is constant in time. In our implementation,
the total force on the pump region is constant in time, which
results in a constant pressure drop AP across the system.
Provided the pump region is large enough that the particle
number fluctuations in its volume are small, the differences
between these two implementations are negligible. In many
respects, the pump method is a constant gradient complement
to GD, which is a constant current method.

We study flows in two different geometries, Poiseuille flow
and flow through a porous wall. The simulation geometry for
flow through a porous wall is illustrated in Figures 2 and Sb.
The simulations are periodic in both dimensions. Poiseuille
flow is flow between two parallel infinite walls (Figure Sa), and
the simulations are only periodic in the direction of flow. The
wall and fluid atoms are identical. We make the wall—fluid
interaction purely repulsive by cutting the force oft where it
goes to zero, at 2'/°6.** The wall atoms are fixed in space
during the simulations.

2.3. Water Simulations. We model water using the rigid
SPC/E potential.*** The atomic membranes have the same
geometries as single- and double-layer graphene, and the
membrane atoms remain fixed in space during the simulations.
The pores in the membranes are designed to admit single-file
water (Figure 3). We allow the membrane and oxygen atoms to
interact through van der Waals forces, which we model with a
LJ potential, U(r) = 4€[(a/r)"> — (6/r)®]. Using graphene as a
reference system, we tune the van der Waals part of the
hydrophobicity by changing the € parameter for the carbon—
oxygen LJ interaction, while keeping o fixed. Over the range of
€ values we study, Werder et al. found that the contact angle of
a water drop on a double-layer 2d crystal varies linearly from
about 30° to 140° in simulations.*® By changing € and not 6, we
aim to tune the hydrophobicity with the pore size fixed. In a
statistical definition of the pore size based on, for example, the
theory of Weeks, Chandler, and Andersen for a homogeneous
fluid,”® the effective hard-sphere diameter of the membrane
atoms would vary with €, so the pore size would also depend on
€. Because there are only a few water molecules in the pore and
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Figure 3. The single-layer membrane pore (a, b) and the double-layer
membrane pore (c, d). The light gray atoms depict the bottom layer of
the double-layer membrane. Nearly identical in shape, both pores have
the same atom-to-atom distance (7.4 A). The pores are only wide
enough to allow single-file water transport (b, d). We use the density
of water in the vicinity of the pore (e) to define the length of the pore
L (eq 28), and the region indicated by a red box is used to calculate
n(t) (Section 2.4). This region has a length L along the x axis. The
density scale is above, with red lines indicating the edges of the boxed
region.
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the environment there is anisotropic, we expect a mechanical
criterion for the pore size to be more accurate. Mechanically,
the pairwise membrane—water force goes to zero at 2%, and
is independent of €. Regardless, if one were to employ the
statistical criterion for the pore size, over the full range of €
explored here, the channel diameter only changes by about 5%.

2.4. Steady State and Current. Just as equilibrium
simulations require equilibration time to “forget” their initial
conditions, both GD and the pump method require
“stabilization” time to reach steady state. Furthermore, GD
only maintains the COM momentum that is already present in
a system. As such, a nonequilibrium simulation must be
initialized by giving the system a total COM momentum. We
do this by first equilibrating the system at thermal equilibrium
and then adding a velocity in the direction of flow to all fluid
atoms. During the stabilization time, this uniform velocity
profile relaxes into the natural steady-state velocity profile. The
flux profile

J(x, t) = p(x, thu(x, t) (16)

measures whether or not the system has achieved steady state,
where

ple, ) = Y ma(t) — 1)

(17)
is the mass density field.
Mass conservation implies the continuity equation
ap(r, t)
Vi, t) = ——=
S == (19)

which requires that the flux profile is constant in both space and
time when the system is at steady state, d,p = 0 = VJ(r) = 0.
In the 2d L] simulations, we use this criterion directly to ensure
that the system is at steady state (Figure Sc,d). In the water
simulations, however, the low flow rates make the flux profiles
too noisy to give a good test of steady state, so we use a coarser
criterion on the flux. We compare the current inside the pore
with the global current g, defined below, to test that the flux
profile is constant in space. A simulation is at steady state when
the current inside the pore is equal to the global current, within
the noise.

The computation of the global current requires that we
develop relationships between the total mass flux J, , the COM
velocity ucoyy, and the global particle current, g, at steady state.
The total mass flux J is defined as a spatial average of the flux
profile J(r, t) over the entire simulation box

_ onder(r, t)
A (19)

where f boxd’r denotes an integral over a d-dimensional
simulation box. The denominator in eq 19 is simply the d-
dimensional volume of the simulation, including any volume
excluded by obstacles. Inserting eqs 3 and 17 into eq 16 and
performing the integration in eq 19 yields

tot

(20)

where ucgy is the COM velocity of the fluid and in three
dimensions

Jtot = Potcom

p =M
tot Lx Ly Lz

(1)
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is the total mass density in the simulation, and L,, L, and L,
are the simulation box dimensions along the appropriate axes.
Prot is not the same as the bulk fluid density p,, which is the
average fluid density in the homogeneous part of the fluid far
from the membrane.

In what follows, for clarity, we specify our discussion to three
dimensions, though the derivation in two dimensions
appropriate for the L] simulations reported here is straightfor-
ward. In our simulations, only the x-component of ucqy is
nonzero on average, so eq 20 simplifies to i, . = Proticom The
global particle current through a system with cross-sectional
area A normal to the current is

]tot,xA
m, (22)
where m, is the mass per particle. For a three-dimensional box

with flow along the x axis, A = L,L,, and eqs 20—22 yield the
desired relationship between the global particle current g and
Ucomux

qL,

N

Ucomux = (23)
To simulate a given current, one uses eq 23 to find the initial
set-point velocity wucoy, for the simulation. Choosing an
appropriate value of g is a balancing act. If g is too large, the
equilibration time to steady state becomes too long, and the
requisite value of L, becomes too large to be computationally
feasible. If g is too small, more simulations are required to
achieve statistically significant data. The particulars depend on
the specific system, but for the water simulations reported here,
q is on the order of 10 molecules/ns. A more detailed
discussion appears in Section 2.6.

We now turn to the calculation of the current inside the pore,
which at steady state must be equal to the global current. To
compute the current through the pore, we use the collective
variable n(t) defined by Zhu et al. in the context of collective
diffusion.*" n(t) is the appropriate collective variable for linear
response theory for water flowing through atomic mem-
branes.*”*" The variable n(t) is simply a continuous variable
that counts net passage events and is defined by integrating

in pore

dx,
2

i (24)

dn =

forward in time with n(0) = 0, where the sum is over molecules
inside some region defined as the “pore”, and L is the length of
the pore region (Figures 2 and 3e). A molecule that moves
forward across the pore has dx = L and will increment n by
exactly 1. A molecule that moves backward across the pore will
have dx = —L and will increment n by exactly —1. The current
is therefore given by the slope of n(t), which we compute by
linear regression with zero intercept. The choice of the pore
region is discussed in Section 2.6.

2.5. Permeability. For a semipermeable membrane, the
“osmotic permeability” quantifies the ease with which a solvent
passes through a porous membrane.* The osmotic perme-
ability p is the transport coefficient that relates a concentration
difference to the osmotic current that it generates

q, = pAC (25)
where AC is the difference in solute concentration in moles per
liter across a membrane that gives rise to a current of solvent
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qn = q/N, in mol/s.*" In a simulation, it is much easier to drive
a current with GD than with a concentration gradient, but to
calculate p, we must make contact with eq 25. Because we can
compute the pressure drop in a simulation (Section 3.2), we
replace the concentration difference in eq 25 with the
equivalent osmotic pressure that it would generate. For an
ideal solution, the van’t Hoff equation gives the osmotic
pressure

AP = NikyTAC (26)

Equations 25 and 26 yield our definition of the permeability™’

p= kBTi

AP (27)

which expresses the relationship between the current q and the
pressure drop AP. GD specifies the current and computes the
pressure drop,” whereas the pump method specifies the
pressure drop and computes the current.”” A detailed
discussion of the calculation of AP appears in Section 3.2.

Because atomic membranes are so promising for next-
generation reverse osmosis (RO), we also report the
approximate “improvement factor” p/p, over the permeability
of conventional RO membranes p,. We use p, = 0.02 liters of
water filtered per cm?® of membrane per applied MPa per day,*”
and assume a membrane porosity of 10% by area’” and a
circular pore with diameter 7.4 A. Note that, in our simulations,
the membrane is 3.9% porous by area.

2.6. Simulation Details. The 2d LJ simulations are
composed of three parts, 10 7 of equilibration time, 1000 7
of stabilization time, and 1000 7 of data collection, with

T= 4 moc*/e. The time step is 0.001 7. All of the simulations
are at constant number, volume, and temperature (NVT). We
use a Nosé—Hoover thermostat with a 0.1 7 damping time.”>”
The thermostat is profile-unbiased and uses boxes that contain
an average of eight atoms (Figure 1).” We choose the size of
the boxes to be large enough so that the COM velocity in a box
is not dominated by individual atoms entering or leaving the
box, but small enough so that a realistic flow profile can
develop. The bulk density of fluid atoms is p, = 0.8 672, the
temperature is T = 2 &/kg, and the flow is in the x direction.
The wall atoms are separated by 1 o. For Poiseuille flow, the
simulation box is 200 X 60 ¢ except for the slip length
simulations (Section 3.3), where it is 200 X 30 o For the
porous wall flow simulations, the simulation box is 400 X 60 ¢.

The water simulations start with 200 ps of bulk water
equilibration at 1 atm and 298 K, at constant number, pressure,
and temperature (NPT). We then add the atomic membrane
and remove any water molecules that overlap it. We equilibrate
the system again at NPT for 200 ps, only allowing for
expansion/contraction in the x direction because the atomic
membrane in the yz plane should not be deformed. After both
of the NPT steps above, the box is linearly scaled over 100 ps to
its average size during the NPT run. We then add an initial
COM momentum in the x direction, turn on GD, and stabilize
the system for at least 2 ns. The simulations of more
hydrophobic membranes require 4, 7, or 9 ns of stabilization
time. We then collect data for 5 ns. The simulation time step is
2 fs. The thermostat is a profile-unbiased Nosé—Hoover
thermostat with a 200 fs damping time and boxes that contain
an average of four molecules (Figure 1). The simulation box is
about 62 X 37 X 30 A® with 2060 water molecules for single-
layer membranes, and 68 X 37 X 30 A® with 2190 water
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molecules for double-layer membranes. The exact value of L,
and the number of water molecules vary because of the NPT
equilibration and removal of water molecules when the
membrane is added. The simulations are periodic in all
dimensions. We use the particle—particle particle—mesh
method to compute long-range Coulombic forces.*”

The calculations of the current through the pore
(Section 2.4) and the pressure drop (Section 3.2) both require
the definition of the length of the pore L or a “pore region”,
where L is the length of the pore region in the direction of flow
(Figures 2 and 3e). In both the LJ and water simulations, the
pore region is symmetric about the plane x = 0. In the L]
simulations, the edges of the pore are defined by the length of
the pore x4, = +L/2. The length of the pore is defined as
L =L_+ 2%, where L. is the center-to-center distance of wall
atoms at the ends of the pore, and o is the L] parameter for
wall—fluid interactions. In the water simulations, the edge of
the pore xq. is defined as the place where the equilibrium
density profile p(x) has dropped by 90% of the total drop
between the bulk and the pore (Figure 3e)

P(Feage) = Py = 09(0) = Aore) (28)
where p,,. is the average density inside the pore, and p, ~ 1
g/cm® is the bulk density of SPC/E water. Since the pore is
symmetric about x = 0, the length of the pore is given by
L = 2xgqe- In the y and z dimensions, the pore region is large
enough to encompass all of the water molecules in the pore.
The exact size is irrelevant because outside of the pore,
molecules come within x4, of the membrane exceedingly
rarely.

For both 2d LJ and water simulations, and for each set of
parameters, we run 96 simulations. For the water study, we
perform simulations at two different currents, 10 and 20
molecules/ns. To calculate p, we fit AP versus q using all 96
data points at both currents by linear least-squares fitting with
zero intercept, and substitute the slope of the best-fit line for
q/AP in eq 27. The error bars in Figures 9—11 correspond to
the standard deviations of the best-fit slopes.

All of the simulations are done with the LAMMPS package.*®
Our implementation of GD is publically available through
LAMMPS as fix flow/gauss. We use the VMD and
Tachyon packages to generate the simulation snapshots.*””’

edge

3. RESULTS AND DISCUSSION

3.1. Validation of GD: 2d LJ Simulations. The GD
method requires that one has a self-consistent definition of the
temperature. This definition requires that the local velocity in
the fluid separates into a streaming part and a fluctuating
thermal part (eq 2). In Figure 4, we show that these two
requirements hold over many decades in the Gaussian velocity
distribution.

To further validate GD, we compare it to the pump method
using two different 2d systems, planar Poiseuille flow and flow
through a porous wall (Figure Sab). Unlike ref 40, where the
porous wall system was studied in detail, our goal is not an
exhaustive understanding of these 2d systems. Instead, we use
them to illustrate some of the similarities and differences
between GD and the pump method. In the context of
nonequilibrium statistical mechanics, GD is a constant current
protocol, or a Norton ensemble method.”> The pump method
is its conjugate Thévenin ensemble, or fixed gradient method.
That is, in GD, one applies a fixed current and measures the
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Figure 4. Probability distributions of the lab-frame velocity in the x
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the x direction. Both components are Boltzmann distributed (black)
over several decades, and the x-component is centered at the
streaming velocity. This illustrates the self-consistent separation
between the thermal and streaming velocities used to define the
temperature (eq 2).

resulting pressure drop, whereas in the pump method, one
applies a pressure drop and measures the resulting current.
Both methods allow all other relevant fields to develop
naturally. However, the spatial discontinuity in the pump
method’s force field leads to some differences in these fields
betweem the two methods (Figure S5). The effects of the
discontinuity can be emphasized by plotting the relevant spatial
profiles across the periodic boundary, where the pump region
lies (Figure 6). Because they are conjugate methods, one
expects that at the same mass flux, they will both predict the
same pressure drop, and vice versa. At the same mass flux
(Figure Sc,d), the pressure profiles are clearly different (Figure
Sef). This is simply because the pump method and GD
simulate different physical situations. When the pressure
profiles are adjusted according to eq 31, they are nearly
identical (Section 3.2 and Figure 7a). The density and
temperature profiles, on the other hand, are different (Figure
Sg—j). It is not surprising that the differences are the largest in
the pump region, but perhaps unexpectedly, the differences
extend throughout the entire bulk fluid. The system is heated in
the pump region, and this heat influences the entire system
(Figure 6).

3.2. Pressure Profile Adjustment and Pressure Drops.
To make comparisons between the pressure profiles computed
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through a porous wall (right), both in 2d. Panels (a) and (b) show snapshots from the simulations. The wall atoms are black and the fluid atoms are
blue. The flow is in the +x direction. We compare the flux (c,d) and the intensive thermodynamic variables, pressure (e,f), density (gh), and
temperature (ij). The simulations are all at the same mass flux and are at steady state (c,d). The pressure profiles (e,f) must be adjusted according to
the discussion in Section 3.2 before being used to compute permeabilities. For porous wall flow, the pump region introduces a discontinuity that has
lasting effects on the density (h) and temperature (j) far from the pump region. The densities (g,h) are normalized by the bulk fluid density, p, with
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shown in the simulation snapshot at the top. The effects of the pump
region are clearly visible throughout the entire simulation, even though
the pump region is almost two orders of magnitude smaller than the
simulation box length. The pore and its periodic replica are centered at
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Figure 7. (a) The unadjusted GD pressure profile, P,(x) (dotted
black), the adjusted GD pressure profile, Py,(x) + Padj(x) (solid
black), and the pump method pressure profile, P (x) (blue), from
simulations of flow through a porous wall. (b) The adjusted GD
pressure profile for flow through a porous wall (black and gray). To
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pore (dashed black, see text). For the purposes of fitting, the pressure
profile within 19 o of the wall is discarded (gray). The pressure drop,
AP, is then computed as shown by the annotation.
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from GD and the pump method, one must make an adjustment
to the GD pressure profile, as described here. Consider the
hydrodynamic momentum conservation equations for GD and
the pump method. In the pump method, far enough from the
pump region, we have a fluid moving under a constant applied
pressure gradient VP, (r). The momentum conservation
equation is

Du(r, t)
Dt

app

p(r, t) + V-P(r, t) = =VB,_(r)

(29)

where P is the pressure tensor, and % is a total time derivative.

In GD, the fluid moves under an external applied acceleration
—I(t), which is uniform in space and fluctuating in time. The
momentum conservation equation is*

+ V-P(r, t) = —p(r, t)I(t)

p@ﬂggﬁ

(30)

Equations 29 and 30 are the equivalents of Newton’s law for a
fluid, where the terms on the right-hand side of the equality are
the external forces, and V-P arises from the internal forces. The
pressure profile measured in a simulation is the sum of an
internal pressure and an applied pressure P(r) = Py, (r) + P, (r),
where P, = Tr(P)/d, and d is the dimensionality of the system.
The full hydrodynamic description of a system is contained in
p(x, t), u(r, t), and P(xr, t), so when the hydrodynamics are
identical, P, (r) is the same for GD and the pump method. But,
the applied pressure P, (r) is zero in GD, whereas in the pump
method it is nonzero. Thus, the pressure profiles measured with
GD and the pump method will be different, even when the
hydrodynamics are the same. To compare the pressure profiles
generated by the two methods, we require that identical
hydrodynamic situations yield the same pressure profiles. We
achieve this by adding an adjustment term P,g(r) to the GD
pressure profile. We enforce that the hydrodynamics are the
same by setting the left-hand sides of eqs 29 and 30 equal

VB,(x, t) = p(r, )I(¢) (31)

The pressure adjustment comes from the requirement
VP4 = VP, in eq 31. We emphasize that this is an
adjustment applied to the data generated in a GD simulation,
not a pressure that is applied during a GD simulation. To find

the pressure profile adjustment, we integrate eq 31

P;dj(xr t) - Padj(_Lx/z) t) = Ix(t)[L /Zp(x,’ t) dx’
x (32)

where we have set I = (I, 0, 0), as is the case in our
simulations. Because only gradients in pressure drive flow, we
can set P,g(—L,/2, t) = 0. This translation to an absolute
pressure is a choice of gauge. The result is

%@ﬂ=g@[wwamw -

where L, is the length of the simulation box in the x direction.
The lower bound of the integral —L,/2 is the left edge of the
simulation box. Because the box is periodic in the x direction,
the choice of this lower bound is arbitrary. When the density is
approximately constant, as it is in our simulations (Figure Sgh),
the pressure adjustment can be approximated as

gdj(x: t) ~ Ix(t)p(x) t)x (34)
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which is the form of the equation that we originally used in
ref 40. Note that when the flow is in the +x direction, L (t) is
negative, on average, but the applied acceleration —I(t) is in
the positive direction. Equation 34 is equivalent to the
hydrostatic pressure generated by a gravitational field —L
This hydrostatic pressure should be removed from the
calculated pressure because the pressure tensor only depends
on internal forces. Previous work has not applied this
adjustment, resulting in erroneous reports of disagreement
between the pump method and other methods.**”*

This discussion presupposes that the hydrodynamics in the
pump method and GD can be made equivalent. In a simulation
large enough to equilibrate the local pressure jump and sudden
gradients in other intensive thermodynamic variables that the
pump method generates, GD and the pump method would
generate equivalent hydrodynamics. But for finite simulations,
even very large ones, we find that this does not hold (Figure 6).

We compute the pressure profile using the zeroth-order
Irving—Kirkwood approximation’””” (IK1) and add the
pressure adjustment (eq 34) to it P(x) = Py (x) + Pgi(x).
We discard the pressure profile within 19 ¢ of the wall atoms
because the IK1 method is only valid in homogeneous fluids
(Figure 7b)."%* Used in this way, the IK1 method is
convenient and accurate, but not unique.”’ > We use the
pressure profile to compute the pressure drop across a porous
membrane AP, which we use to calculate the permeability of
the pore with eq 27. However, AP is a macroscopic quantity,
which we compute from microscopic simulation data by
extrapolating the pressure profile in the bulk fluid to the edges
of the pore (Figure 7b). This definition of AP gives good
agreement between GD and the pump method at low Re.*

The pressure profiles shown in Figures Se,f and 7 are time
averaged. The time average of eq 34 is

By, 6 ~ ~L(Op(x, D (35)

where an overbar denotes a time average. Here, we use the
approximate eq 34 for simplicity, but all of the following results
easily generalize to eq 33. In principle, the time dependence of
I(t) does not decouple from the time dependence of p(x, t),
but in practice, fluids at high densities are incompressible so
that the fluctuations of p(x, t) are small. Therefore, we can
make the approximation
B,\dj(xf t) ~ _Ix(t)’p(xr t)x (36)
which can simplify simulation data output and save storage
space. Use of eq 35 would require either the output of I(t) and
p(x, t) at every sample time step or the premeditated on-the-fly

computation of I (t)p(«, t). Alternatively, eq 36 only requires
the output of a single time-averaged profile, p(x, t), and the

scalar time average, I (t).

3.3. Slip Length. Continuum hydrodynamics cannot be
trusted on atomistic length scales, but here we use it on systems
large enough that a continuum approximation should be
accurate. In hydrodynamic models, the microscopic interactions
between the fluid and the walls of the system give rise to
boundary conditions. In ideal hydrodynamics, the velocity of
the fluid goes to zero at the fluid—solid boundary. This is the
so-called no-slip boundary condition on the velocity. Figure 8a
shows that GD generates the parabolic velocity profile that
continuum hydrodynamics predicts, but the no-slip boundary
condition is not satisfied. The deviation from no-slip behavior is

197

20 i v
1o | han =V
wef @)
] 16
p— 0 - -
14
& 12 {""‘J
-10 } !
_20 2 a2 2
0.0 0.5 1.0 1.5
Streaming Velocity, u, (o/7)
E v T v =
- 3 3 s °® ¢ L
Ty P (b)
l'ch 2 9 L
0 e Rigid Walls
5 ® Harmonic Walls
- 1F Thermostat Harmonic Walls | 1
a 0 2 2 2 "
0 5 10 15 20 25|
Reynolds Number, Re

Figure 8. The slip length L, from GD simulations of a 2d LJ fluid in
steady-state planar Poiseuille flow. (a) The x-component of the
velocity profile along y, u,(y) (blue), is fit to a parabola (red). We take
a linear extrapolation of the parabolic fit to the vertical intercept u, = 0
(purple). L, is the distance between the edge of the pipe (black) and
the vertical intercept. The inset shows a close-up of the region in the
light green box. (b) L, is an order of magnitude larger with rigid walls
(blue) than with flexible walls (red and yellow). When the walls are
flexible, we thermostat the system through either the walls (yellow) or
the fluid (red), but not both.

quantified by the size of the slip length L,, as defined by
Kannam et al.* and illustrated in Figure 8a.

In carbon nanotubes, water passage rates have been observed
in simulations* ™' and experiments®>”°™ that are much
faster than the no-slip Hagen—Poiseuille predictions. This is
thought to be the result of almost frictionless flow, which gives
rise to very large slip lengths. However, estimates of the slip
length and the flow enhancement vary by several orders of
magnitude among both experiment and simulation.”” The
disagreement of simulation results is, at least in part, likely due
to the wide variety of water models and surface—water
potentials used, as well as the rigidity of the sur-
face."**0199719% Apother important aspect is the type of
thermostat used in the simulations, which can affect the
measured slip leng’ch.d'g’lm’105 Here, we use the simple 2d L]
fluid as a test system to study the effects of wall rigidity and
thermostatting. When the walls are rigid, the system can only
be thermostatted through the fluid. When the walls are flexible,
however, either the walls or the fluid can be thermostatted.

In the rigid wall simulations, the wall atoms are fixed in space.
In the flexible wall simulations, the wall atoms are harmonically
bound to their initial position r, by the potential
U(r) = K(r — ry)*/2 with K = 25 €/ This value of K is
large enough to prevent fluid atoms from penetrating the wall
but small enough to allow significant energy transfer between
the wall and the fluid. We place an extra layer of fixed wall
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atoms behind the harmonic ones to stop the few fluid atoms
that do penetrate the wall. We also place an extra layer of atoms
behind the rigid wall, for consistency with the flexible walls. In
all of the other simulations presented in this article, the walls
are rigid, and there is only one layer of wall atoms. We find that
L, is an order of magnitude larger on rigid walls (Figure 8b).
This is because the flexible walls can absorb kinetic energy from
the fluid, whereas the rigid walls cannot. With flexible walls, L,
is smaller than the radius of an atom, so the flow is effectively
no-slip. We also measure L, as a function of the Reynolds
number

Umax hpo

n (37)

Re =

where u,,, is the maximum velocity in the flow, h = 30 o is the
distance between the walls, p, = 0.8 62 is the bulk fluid density,
and 7 = 2.2 €t/0 is the bulk viscosity measured at equilibrium
using the Green—Kubo relation.”” We find no evidence of the
divergence of 7 that others have reported for the diffusion
constant in two dimensions.'””'*® We tune Re by increasing
the flux through the channel, thereby increasing u,,. For
reference, Re = 25 corresponds to a mass flux of about
J =1 m/ot, and a shear rate of about 7 = 0.15 7', When the
walls are flexible, we thermostat the system through either the
fluid or the walls. When the fluid is thermostatted, L, increases
as a function of Re (Fiﬁure 8b), a trend that has been observed
before in simulations.””'”” When the wall atoms are thermo-
statted instead of the fluid, L changes only slightly but the
qualitative trend is reversed at high Re (Figure 8b). The slip
length averages very slowly, especially in nonequilibrium
simulations,*" so this discrepancy may not be statistically
significant but would be an interesting topic for future study.
Both the wall rigidity and application of the chosen thermostat
could be a factor in the large scatter of simulation and
experimental slip lengths in carbon nanotubes."’

3.4. Tuning the Hydrophobicity. The bulk hydro-
phobicity, measured by the wetting contact angle that a droplet
of water forms on a surface, is a macroscopic manifestation of
the microscopic interactions between the surface and the water.
These interactions can be divided into two categories: the
interactions between the surface and the polar degrees of
freedom in the water, and the interactions between the surface
and the density degrees of freedom in the water, or van der
Waals interactions. In a previous publication,” we studied the
permeability of water as a function of the voltage applied to a
graphene sheet. The resulting electric field couples strongly to
the polar degrees of freedom in water. In this section, we focus
on the role of the van der Waals interaction between a model
membrane and water. This separation between polar and van
der Waals interactions is a conceptual device consistent with
qualitative classes of intermolecular forces; it does not translate
to a rigorous separation between the density and polar degrees
of freedom in the liquid on all length scales. The statistics of
density and polarization fields in liquid water are coupled, so
tuning € will have an impact on polarization fluctuations, just as
changing the voltage will modify the density fluctuations.

The contact angle is incredibly sensitive to changes in both
types of interactions. Previous simulations from our group
predicted that changing the voltage relative to the Fermi level
by only +0.35 V decreases the contact angle by almost 20°.""
This is an electrowetting effect completely dominated by
collective polarization fluctuations.''” Experimental work is
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consistent with these predictions.''""'* The contact angle is

likewise sensitive to changes in the van der Waals interaction
strength. A 0.2kzT change in the LJ € parameter, which tunes
the van der Waals interactions between the membrane atoms
and the water, changes the contact angle by 130°.% In previous
work, we examined in detail how electrical doping changes
water transport through porous graphene.*’ In this work, we
focus our attention on how van der Waals interactions and pore
functionalization impact transport. Because a characteristic trait
of liquid water is its ability to form extended hydrogen bonding
networks, we also perform simulations with a model we call
“apolar water”, which has the same mass, density, and steric
interactions as the SPC/E water model but has no hydrogen
bonds or polar degrees of freedom.

3.4.1. van der Waals Interactions. We first discuss the
results of tuning the van der Waals part of the hydrophobicity
through the LJ € parameter. We find that, as the atomic
membranes become more hydrophobic, the permeability first
increases slowly and then drops sharply (Figure 9a). The most
noticeable part of the data in Figure 9a is the sharp drop in
permeability, which occurs at different critical contact angles for
single- and double-layer atomic membranes. As we show below,
the thermodynamics of wetting describe this threshold
behavior.

Just as the application of hydrodynamics to atomically small
length scales is specious, so is the application of macroscopic
thermodynamics, and for the same reasons. Nonetheless, we
show that the thermodynamics of the dewetting transition gives
a semiquantitative description of the threshold phenomenon
observed for the permeability of hydrophobic atomic
membranes (Figure 9a). The dewetting transition is an
equilibrium phenomenon that shares some similarities to
homogeneous nucleation theory and capillary action. An early
observation of the dewetting transition using computer
simulations comes from the work of Wallqvist and Berne,
who studied the spontaneous evaporation of liquid water
between two paraffin plates.'” The free energy of dewetting is a
competition between bulk and surface terms associated with
filling or emptying the pore.”’

The pore in both single- and double-layer atomic membranes
is roughly cylindrical. For a cylindrical pore with radius r and
length L, consider the grand potential of the pore when it is
occupied by liquid €, or vapor Q,**

Q=-Bw’l + 2y, mrL (38)

Q, = —Par’L + 2y arL + 2y, nr* (39)

where P, and P, are the pressures of the respective phases, and
Yor Yo, and ¥, are the surface tensions. The free-energy
difference between the phases is

AQ=Q — Q= A%hm’zL + 2y, wrL cos 6 + 2y, ar?
(40)
where AP, = P; — P, is the pressure difference between the
phases, and € is the contact angle from Young’s equation,
Yo 08O =y, — 74" At the critical contact angle, AQ = 0,
which gives the relationship for the critical contact angle 6,

APyr ¢

2va L

—cos . =

(41)

Using the approximate values AP, = 1 atm and y, = 72.1
mJ/m? we find
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Figure 9. (a) Permeability as a function of contact angle on single-
layer (blue) and double-layer (red) atomic membranes. We tune the
contact angle by changing the membrane—water L] interaction energy
€.%° As the membranes become more hydrophobic, the permeability
initially increases due to decreasing friction and then decreases sharply
due to dewetting. The arrows show the critical dewetting contact
angles from macroscopic thermodynamics for both single-layer (dark
red) and double-layer (light blue) membranes, reported in Table 1.
(b) No dewetting transition is seen for apolar water because this
model does not form a hydrogen bonding network. We report the L] €
parameter as the “effective” contact angle to make a connection to (a).
The effective contact angle corresponds to the value of € that generates
that contact angle for SPC/E water. The improvement factor is the
ratio of the permeability to that of conventional RO membranes (see
the text).

1 1
—cos@ =r + =
(1.4;,tm L]

(42)

In our simulations, L is on the order of A, so the first term is
negligible and we can simplify the relation to

,
—cos O & — (43)
The predictions of eq 43 as a function of L for the critical angle
on single- and double-layer atomic membranes are summarized
in Table 1 and shown as arrows in Figure 9a. These predictions

Table 1. Predictions of Equation 43

r (A) L (4) 0. ()
single-layer 3.7 4.2 152
double-layer 3.7 6.5 125
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are surprisingly good given the macroscopic equilibrium nature
of the free-energy argument, but irrespective of their
quantitative accuracy, they explain the qualitative decrease in
0. as the pore gets longer. It is interesting to note that eq 43
predicts that the critical contact angle can never be smaller than
90°. Furthermore, as long as the pore length is significantly
smaller than 1 pm, well within the regime where macroscopic
thermodynamics is valid, the critical contact angle only depends
on the aspect ratio of the pore and is independent of the
properties of the liquid and the membrane. The radius r used in
Table 1 is the center-to-center distance between atoms in the
geometry shown in Figure 3a,c, and the pore lengths L are
determined using eq 28, as discussed there. This choice of r
reflects the ambiguity inherent in the thermodynamics behind
eq 43. With only a handful of molecules to distinguish between
“vapor” and “liquid” phases inside the pore, there can be no
rigorous classification of a thermodynamically stable interface in
either putative phase. Nonetheless, thermodynamic dewetting
calculations can be semiquantitative for nanoscopic volumes.”*
Since the water density profile inside the pore is hourglass
shaped (Figure 3e), an optimal cylinder to approximate the
wetted interface for the pore would place r larger than the
minimally accessible surface area that compensates for the
excluded volume of the membrane atoms in the narrowest
region of the channel. We simply use a value of r equivalent to
the distance between atomic centers, partly because it is easy to
determine from experiments.

The other important feature of the data in Figure 9a is the
slow increase in the permeability as the membrane becomes
more hydrophobic. This is due to friction between the water
and the membrane. On more hydrophilic membranes, the
water—membrane interaction is more attractive, so the water
molecules stick more strongly to the membrane, leading to
more friction and lower permeability. This is a purely dynamical
aspect of the passage process and has no counterpart at
equilibrium.

While the dewetting transition observed for SPC/E water
leads to a threshold behavior at intermediate hydrophobicities,
the permeability of apolar water is a smooth and monotonically
increasing function of the effective contact angle (Figure 9b).
For apolar water, we report the L] € parameter as the “effective”
contact angle to make a connection to SPC/E water. The
effective contact angle corresponds to the value of € that
generates that contact angle for SPC/E water according to ref
86. We speculate that the lack of a dewetting transition in
apolar water is due to the low vapor pressure and high surface
tension of SPC/E water compared to apolar water. Because
water forms hydrogen bond networks, it has a remarkably low
vapor pressure and high surface tension for a low molecular
weight substance. These features make the approximation in eq
43 accurate for water. Apolar water cannot form hydrogen
bonds, so it is far from liquid—vapor coexistence and its
dewetting transition over this range of €. Removing the
dewetting transition simplifies the analysis of the permeability
because apolar water only experiences friction.

The dewetted pores also reveal a key difference between the
pump method and GD. GD fixes the current but admits
fluctuations in the pressure drop. The pump method is the
complementary method to GD, as it fixes the pressure drop but
admits fluctuations in the current. For very small currents, flow
becomes intermittent and equilibration to steady state very
difficult. This gives rise to a discrepancy between the pump
method and GD on very hydrophobic membranes (Figure 10).
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Figure 10. The permeability of a porous double-layer atomic
membrane as a function of contact angle on a single-layer membrane.
The pump method (blue) and GD (black) show the sharpest
disagreement for the most hydrophobic membranes (circled in red),
past the dewetting transition. The improvement factor is the ratio of
the permeability to that of conventional RO membranes (see the text).

To allow sufficient passage to achieve steady state, one must
apply exceedingly high pressures in the pump region. At very
high pressures, it is not computationally feasible to converge
the results with respect to the box length. Although GD will
also generate large pressures to maintain a given current, the
external acceleration is not discontinuous as in the pump
method, so shorter boxes can be used. Further, GD allows the
user to specify how many passage events they want to observe
in a simulation of a given length, and automatically finds the
pressure drop that is necessary to generate that current.
Practically, this eliminates the need for preliminary testing with
the pump method to determine the pressure required to drive
sufficient flow.

3.4.2. Pore Functionalization: Local versus Nonlocal Polar
Interactions. In previous work, we tuned the hydrophobicity of
porous graphene through electrical doping and studied its effect
on water transport.’” We applied a voltage to the graphene by
charging the carbon atoms,””''" which is an experimentally
realizable technique for tuning the hydrophobicity of
graphene.'''™"'® We found that the bulk equilibrium hydro-
phobicity is not predictive of the perrneability.40 Instead, the
changes in permeability are governed by a shift in the molecular
transport mechanism: from a translocation mechanism, where
the water molecules move through the pore in an unbroken
chain, to an evaporation—condensation mechanism, where
individual water molecules evaporate from the bulk on one side
of the membrane and condense on the other side.”” Ref 40
argues that it is the local interactions between the pore and the
water inside the pore that are responsible for this shift in
mechanism.

Here, we tune only these local interactions through a simple
model for chemical pore functionalization. Instead of studying a
slew of possible chemical modifications to the pore edge, we
model the effect by simply charging the carbon atoms at the
edge of the pore (Figure 11, inset). Although this is surely not
exhaustive, it gives an idea of the trends in permeability that
might be discovered with chemically modified graphene pores.
We report the applied charge as an “equivalent voltage” to
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Figure 11. The permeability of porous single-layer graphene as a
function of applied voltage (black points),** compared to the
permeability (red points) when only the carbon atoms on the edge
are charged (red atoms, inset). This no longer corresponds to an
applied voltage, so we report it as an “equivalent voltage.” The charge
per carbon atom on the edge of the pore is equivalent to what it would
be in a fully doped graphene sheet at an equivalent voltage. The trend
is the same whether the entire membrane is charged or only the edge
atoms are charged, reinforcing the evaporation—condensation
mechanism facilitated by local hydrogen bonding, proposed in ref
40. The improvement factor is the ratio of the permeability to that of
conventional RO membranes (see the text).

make contact with the work in refs 110 and 40, where an
applied voltage was modeled by charging the graphene sheet
according to the dispersion relation of graphene, and the excess
charge was distributed equally between all of the carbon atoms.
Here, at a given equivalent voltage, the charge on an edge
carbon atom is equal to the charge per carbon atom at that
voltage in refs 110 and 40, but the other carbon atoms are
neutral.

We find that the trend in permeability is qualitatively
unchanged whether a voltage is applied to the sheet, tuning the
bulk hydrophobicity, or only the local interactions are tuned,
modeling pore functionalization (Figure 11). This supports the
hypothesis presented in ref 40 and discussed above that the
shift in molecular transport mechanism responsible for the
observed permeability trend is dominated by the local
interactions between the water molecules and the pore. In
other words, the molecular interactions in the vicinity of the
pore overpower the collective polarization fluctuations in the
bulk liquid. These local interactions could be tuned
experimentally through pore functionalization, providing a
useful handle for optimizing graphene membranes and other
atomically thin membranes. Note that the trend is slightly
weaker when only the edge carbon atoms are charged (Figure
11). This is likely because the next ring of carbon atoms around
the pore also contributes to the local interactions, but were not
charged in this study. The general behavior we observe here
when tuning the polar part of the hydrophobicity is qualitatively
different from that seen when tuning the hydrophobicity
through the van der Waals interactions (Figure 9a). The effects
of friction and dewetting, which were central to the behavior
observed in Section 3.4.1, are overshadowed here by the
molecular transport mechanism. On detailed inspection, the
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contact angle alone is insufficient to fully characterize even the
thermodynamic aspects of the hydrophobic effect; ref 117 also
finds discrepancies between polar and nonpolar hydrophobicity
in the statistics of interfacial fluctuations.

3.5. Bursty Transport. An interesting observation in these
systems is that the passage time series appears bursty, especially
on the most hydrophobic membranes (Figure 12). The passage

= 100 . . . =
S Hydrophilic
80 Hydrophobic

60
40

20

Molecules Passed,

Time, ¢ (ns)

Figure 12. The net number of passage events as a function of time for
single-layer 2d crystals, n(t) (see the text), transitions from a normal
biased random walk in the most hydrophilic membrane (blue) to a
transport process dominated by bursts and long pauses in the most
hydrophobic membrane (red).

time series is the net number of molecules that have passed
through the pore as a function of time. We compute the
passage time series using the collective variable n(t) defined by
Zhu et al. (eq 24).*" The traces in Figure 12 are the time series
n(t), which are computed using the pore region defined in
Figure 3e according to eq 28 and the equilibrium density
considerations discussed there.

3.5.1. CTRW Model. To understand the bursty behavior
observed in Figure 12, we use a biased CTRW model, where a
forward passage event is like a hop to the right on a 1d lattice,
and a backward passage event is a hop to the left (Figure 13a).
This model is a one-step Markovian process in a discrete state
space. To map the continuous n(t) onto this discrete state
space, we must discretize it. This can be done with varying
complexity, but the simplest method of rounding to the nearest
integer is adequate (Figure 13b). We test that the discretization
procedure does not corrupt the data by checking that both n(t)
and the discretized n(t) have the same mean-squared
displacement at equilibrium and therefore yield the same
collective diffusion coefficient.”’ The dynamics of an unbiased
CTRW are completely determined by the waiting-time
distribution w(t), which is the probability of observing a
given waiting time between two consecutive hops, or passage
events. For this system, the CTRW is biased because there is a
net forward flux, so we must consider the forward and
backward waiting-time distributions separately, w; # y, (Figure
13a). We compute the waiting times from the discretized n(t)
as the elapsed time between each pair of consecutive passage
events. The forward waiting times are those where the waiting
time is terminated by a forward passage event, and likewise for
the backward waiting times.

We plot the complementary cumulative waiting-time
distributions to avoid errors associated with binning (Figure
13¢,d).""® The complementary cumulative probability
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P(t)=1- /Ot dt’ (')

is the probability that there is no hop by time t. For brevity, we
refer to W(t) as the complementary probability. We find that
the forward waiting-times appear to be power-law distributed
for a couple of decades on the most hydrophobic membranes
(Figure 13c) but are exponentially distributed on the
hydrophilic membranes (Figure 13d). Note that for a power-
law distribution y(t) ~ t% the complementary distribution is
also power law, with an exponent that is shifted by one
Y(t) ~ t*' so plots of either the distribution or the
complementary distribution can be used to identify power-law
behavior.

3.5.2. MLE. To characterize and quantify the power-law
behavior, we fit the waiting-time distributions y; to a series of
model distributions: power-law, power-law with exponential
cutoff (power-law-exp), exponential, biexponential, stretched-
exponential, and log-normal. The power-law-exp distribution is

defined as

(44)

y(t) ~ 7 e (45)

with the appropriate normalization factor. Unlike the pure
power-law distribution, the complementary distribution to the
power-law-exp distribution is not power-law-exp. Instead, it is
an upper incomplete gamma function

We(t) ~T(1 - a, pt) (46)

which behaves asymptotically as t**! for ft — 0, and as t * e
for ft — 0. So, although the complementary distribution of a
power-law-exp distribution is not exactly power-law-exp, it
asymptotically converges to a power-law-exp distribution for
large and small ft. One can find a probability distribution for
which the complementary distribution is exactly power-law-exp

w(t) ~ 7 e (1 — a - pt)

We also fit the data to this distribution, which is equivalent to
fitting the complementary probability ¥ to a power-law-exp
distribution.

We use the MLE method to find the best-fit parameters for
each of these models. This gives significantly less biased
estimates of the best-fit parameters than least-squares fitting
methods."'® For the power law, exponential, and log-normal
distributions, there are closed-form solutions for the MLE
parameters. For the other distributions, we numerically
maximize the likelihood. The power-law and power-law-exp
distributions diverge at t = 0, so they must have some short-
time cutoff ¢, below which they do not apply (Figure 14a).
MLE cannot be used to find this cutoff parameter because as .
changes, the data set changes size. Instead, we numerically
minimize a Kolmogorov—Smirnov statistic D to find the
optimum ¢,. Because we are interested in the behavior of the tail
of the distribution, we use the Anderson—Darling statistic,
which is weighted to be equally sensitive over the entire domain
of the distribution

1®(t) — P(1)]
N TG 16)))

where W(t) is the model distribution with the best-fit
parameters from MLE.''® We perform likelihood ratio tests
as described in ref 118, which suggest that the power-law-exp
distribution is the best model to describe our data of those

(47)

D =

(48)
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Figure 13. (a) We model the passage of water through atomic membranes as a CTRW that brings the system between states of different counts,
illustrated in the coarse graining (red line) of the time series n(t) (gray line) in (b). This time series is a segment of that shown in Figure 12. The
model is fully described by the forward and backward complementary waiting-time distributions W(t) and W,(#), the probabilities that no events
have occurred either forward or backward, respectively, between time zero and time t. (c) A log—log plot of W) for the most hydrophobic single-
layer membrane (red) shows that it follows a power law over about two decades with an exponential cutoff at long times. A power-law distribution of
waiting times is one hallmark of a clogging transition.*® The black line shows the power-law part of a fit by maximum likelihood estimation (MLE) to
eq 47 (see the text). The power-law exponent is 1.7, which indicates a divergent average waiting time (eq 49). (d) A log—linear plot of W(t) for the
most hydrophilic single-layer membrane (blue) and apolar water on the most hydrophobic single-layer membrane (green) emphasizes the
exponential decay. There is no significant power-law relaxation in either of these cases. Note the dramatic difference in the range of the x axis in

panels (c) and (d).

listed above but these tests are too noisy to make any
conclusive statements in this case. Because eqs 45 and 47
predict the same power-law behavior and lead to the same
qualitative conclusions, we henceforth limit ourselves to the
case where ¥; is power-law-exp (eq 47).

3.5.3. Clogging Transition. To summarize the MLE results,
we find that on the most hydrophobic membranes, the waiting-
time distributions we measure are best fit by a power-law
distribution cutoff by an exponential at long times (Figure 13c).
On the more hydrophilic membranes, and with apolar water,
regardless of the hydrophobicity, a power-law-exp distribution
is still a good fit, but the exponential cutoff is at much shorter

~
~

times, ! 10 ps, so that the power-law part of the
distribution is never the dominating factor (Figure 13d). On
the hydrophobic membranes, the exponential cutoff happens at
100—200 ps, much longer than the

timescale of any relevant dynamics in water. A power-law

~
~

very long times, '

distribution of waiting times is characteristic of clogging,58 a

58=60,119,120 p o o e

common phenomena in granular flows.
clogged process, the waiting-time distribution is purely power-
law at long times, with an exponent o < 2. This corresponds to

a divergent average waiting time
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0=[ " dt (o)

©

o0
=/ dtt'™ 5> 00 f0<a<?2
£ (49)

which corresponds to the intuition of clogging, that once a clog
has formed, another passage event will not happen without
some external influence. Here, the MLE fits predict a = 1.7,
which, without the exponential cutoff, would correspond to a
divergent average waiting time. Without the exponential cutoff,
the system would not be able to reach steady state because it
would be nonergodic.'"”' We postulate that the exponential
cutoft is due to the finite size of the system, which limits the
maximum wavelength of density fluctuations. Also, because the
membrane is atomically thin, the capillary-wave fluctuations
may be particularly relevant to transport across the pore. The
pore could act as a window function that filters the power-law
spectrum of the capillary waves, resulting in the power law with
exponential cutoff that we observe.*""'

For clogged processes, the power-law waiting-time distribu-
tion should be accompanied by an exponential burst-size
distribution.**"*>""" The separation in timescales for the
hydrophobic sheet in Figure 12 is evident. This time series is
punctuated by long pauses and large jumps, or bursts. A burst is
a set of events that occur without a pause time greater than f,
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Figure 14. (a) MLE fit (gray line) of eq 47 to the complementary
waiting-time distribution on the hydrophobic membrane shown in
Figures 12 and 13c (black). The short time cutoff ¢, is shown in blue.
(b) Any waiting time that is longer than ¢ (blue) starts a new burst
(red). This shows two bursts of size one and one burst of size four.
(c) The burst sizes are exponentially distributed for the same systems
shown in Figures 13c,d: SPC/E water on a hydrophilic (blue) and a
hydrophobic (red) membrane, and apolar water on a hydrophobic
membrane (green). This is another hallmark of a clogging transition.>®

between consecutive events (Figure 14b).>® Figure 14a shows
for a particular waiting-time distribution. In our data, ¢, is
always between 1 and 10 ps. The burst size is the net number of
molecules that pass through the membrane during a burst. We
find that the burst-size distribution is exponential, as expected
for a clogged process (Figure 14c). The burst size can be zero
or negative, but Figure 14c only shows the probability for
positive burst sizes.

The clogging behavior we observe is commonplace in
granular flows but has never to our knowledge been observed in
a molecular fluid. This behavior is not unreasonable given that,
on the scale of the pore, water is granular. The behavior we
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observe, however, cannot be explained solely by the granular
nature of water on these length scales. If that were the case, we
would observe the same behavior for apolar water. Instead, we
find no evidence of clogging in apolar water, even on the most
hydrophobic membranes (Figure 13d). In granular flows, arch
structures form at the opening, causing frustration and
clogging.**°”°* Here, we postulate that the hydrogen bonding
network in water causes long range frustration that leads to
clogging. In apolar water, this long-ranged hydrogen bonding
network is not present, so clogging does not take place. It is
also possible that hydrogen bonds stabilize arch structures in
water that are unstable in apolar water at the same density.
Further, our apolar water model is equivalent to a LJ fluid at
T = 3.8 e/kg and p = 1.0 6> which is deep into the regime of
the supercritical fluid phase.'*” It is tempting to think that the
absence of clogging is due to the low viscosity of a supercritical
fluid, but in fact, its viscosity is comparable to or higher than
that of the dense liquid phase.'*’

4. CONCLUSIONS

In this work, we employ our nonequilibrium molecular
dynamics tool, GD," to study the hydrodynamics of liquids
moving through atomically small spaces. We probe the
relationship between microscopic interactions and emergent
macroscopic hydrodynamic quantities, such as the slip length,
channel permeability, and friction. These quantities are often
material-specific inputs into hydrodynamic transport theories,
and understanding their origin is critical for tailoring the
chemistry of intermolecular interactions to control fluid flow on
atomic and nanoscale dimensions. GD is a tool that may shed
light on many interesting processes, but we focused our
attention on understanding how water flows through porous 2d
crystals because it is a process fundamental to next-generation
RO membranes.***”*%

We show that GD is capable of satisfying expectations for
velocity distributions from statistical mechanics, and, when the
atomic degrees of freedom can be sensibly coarse-grained into a
continuum description, it reproduces results consistent with
hydrodynamics. We compare the results of GD to those of a
closely related technique called the “pump method”** for large
simulations of simple 2d liquids in two different flow scenarios,
planar Poiseuille flow and flow through a porous wall. In earlier
work, we showed that these two methods give very similar
results for the permeability of a channel at low Reynolds
number.*” Here, we report that the nonequilibrium spatial
distributions of intensive thermodynamic variables, such as
temperature and density, can be different between these two
methods. This means that other transport behaviors, such as
heat transport, might be significantly different between these
two methods. It also calls into question the assumption of local
equilibrium.®**® As far as hydrodynamic quantities are
concerned, we find that the slip length can vary by an order
of magnitude if the solid surface in contact with the fluid is rigid
or if it is flexible. This observation connects to controversies in
the literature about the slip length of water in carbon nanotubes
and calls for further systematic investigation,**~>"9¢=9%101=104
though we do not endorse the concept of a slip length for
single-file water as being even conceptually accurate. It will
require further work to understand the effects of membrane
flexibility and thermostatting in porous graphene simluations as
well.

The wetting contact angle is the most convenient measure of
a substance’s hydrophobicity, and here we use the wetting
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contact angle as a surrogate for the hydrophobicity. The contact
angle is sensitive to the liquid—solid surface tension, and there
are several equivalent ways to tune the surface tension that
differ in their microscopic details. Doping a graphene sheet with
electrons or holes both decrease the contact angle, yet the
permeability is a monotonically decreasing function of the
sheet’s chargefm’110 In this work, we mimic the effect of
changing a membrane’s chemical composition by tuning the
van der Waals interaction strength between membrane atoms
and the water molecules in electrically neutral single- and
double-layer membranes. Small changes of the L] € parameter,
on the order of fractions of kgT, lead to dramatic changes in
both the wetting contact angle and the permeability of atomic
membranes. Just like charged membranes, the permeability is
not a simple function of the contact angle. Although the contact
angle does not predict the permeability, the thermodynamic
theory of dewetting does predict the observed onset of a
threshold in the permeability.”* The permeability increases
dramatically if there is a thermodynamic driving force for the
pore to wet, suggesting a tenuous connection to capillary action
in this system. Once the pore wets, increasing the strength of
the van der Waals attractions between the membrane and the
water increases the friction and decreases the permeability. This
competition, between the static hydrophobicity that drives
wetting and the dynamical hydrophobicity that modulates
friction, produces a “Goldilocks zone” for the optimum
permeability as a function of the hydrophobicity of neutral
atomic membranes. From a practical perspective, for mem-
branes that are much less than 1 ym in length, the optimal
contact angle can simply be estimated from the aspect ratio of
the channel in the membrane.

Finally, we find qualitative differences between the most
hydrophilic and hydrophobic membranes for the statistics of
water passage. In the extremely hydrophobic cases, water moves
across the membrane in a series of fits and starts, punctuated by
long pauses and rapid bursts. A continuous-time, one-step
Markov model of the process shows that the waiting-time
distribution exhibits a power-law decay over about two decades
in time, from about 1—100 ps, with an exponential cutoff. The
burst-size distribution exhibits an exponential decay. These two
features, a power law in the waiting-time distribution and an
exponential distribution of burst sizes, are both hallmarks of the
clogging transition observed in a wide variety of systems,
including driven granular flows.”* **""" The clogging we
observe here, however, cannot be attributed entirely to the
granular nature of water on these atomic length scales because
it is absent in “apolar water,” a simple liquid that has the same
mass, density, temperature, and van der Waals parameters as
SPC/E water, but no charges. Because apolar water cannot
form hydrogen bonds, we postulate that the frustrated transport
of water through very hydrophobic membranes is rooted in its
hydrogen bond network rather than the kind of geometrical or
steric crowding one observes in granular systems.
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