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ABSTRACT
Mixed quantum-classical methods are commonly used to calculate infrared spectra for condensed-phase systems. These meth-
ods have been applied to study water in a range of conditions from liquid to solid to supercooled. Here, we show that these
methods also predict infrared line shapes in excellent agreement with experiments in supercritical water. Specifically, we study
the OD stretching mode of dilute HOD in H2O. We find no qualitative change in the spectrum upon passing through the near-
critical region (Widom line) or the hydrogen-bond percolation line. At very low densities, the spectrum does change qualitatively,
becoming rovibrational in character. We describe this rovibrational spectrum from the perspective of classical mechanics and
provide a classical interpretation of the rovibrational line shape for both HOD and H2O. This treatment is perhaps more accessible
than the conventional quantum-mechanical treatment.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5079232

I. INTRODUCTION

The infrared (IR) spectrum of water provides a useful
experimental probe of structure and hydrogen bonding in the
fluid.1 The IR spectrum of neat H2O is complicated by cou-
pling between OH chromophores, so one often measures the
IR spectrum of the OD stretch of dilute HOD in H2O instead.1
The OD stretch is redshifted by about 1000 cm−1 from the
OH stretch, decoupling it and simplifying the interpretation of
the spectrum. However, the spectrum is still broad and diffi-
cult to interpret without the help of theoretical calculations.
Because water’s OD stretch vibration is at high frequency
(∼2600 cm−1 � kBT ∼ 200 cm−1), a quantum-mechanical
treatment is appropriate, but full-fledged electronic-structure
based calculations are difficult and time consuming.2–5 A
common compromise is to use a mixed quantum-classical
technique in which the low-frequency modes like transla-
tions and rotations/librations are treated classically using
molecular dynamics (MD) simulations, while high-frequency
modes are treated quantum mechanically within the frame-
work of a vibrational exciton model.6–15 This technique has

been extensively used to compute theoretical spectra for liq-
uid water,7,8,10,11,15–18 and the same methods have been shown
to be valid for various polymorphs of solid water,6,19–23 as
well as supercooled water.24 Here, we show that this mixed
quantum-classical method also extends to the supercritical
region of water’s phase diagram and performs well over a wide
range of densities.

Supercritical fluids have many applications as industrial
solvents, largely due to their tunable density.25–27 Supercrit-
ical water, in particular, can, among other things, be used
as an environmentally friendly solvent for hazardous waste
cleanup.28 However, the same properties that make super-
critical water a useful solvent also make experiments difficult.
Aside from the high pressures and temperatures required,
supercritical water is a powerful oxidizer and corrodes
many common components of experimental apparatus.29–35

This difficulty makes theoretical predictions even more
essential to understanding the properties of supercritical
water.

As one tunes the density of supercritical water, one
expects the IR spectrum to change qualitatively. At high
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densities, hydrogen bonding weakens covalent OD bonds,
leading to redshifted vibrational frequencies.36–39 As the den-
sity decreases and hydrogen bonds weaken and break, the
spectrum should blueshift. While the density is continuously
tunable in supercritical fluids, there are features in the super-
critical phase diagram, like the Widom and percolation lines,
where one might expect the IR spectrum of water to change
qualitatively.

The “Widom line” is an extension of the liquid-vapor
coexistence line into the supercritical region.40,41 It has been
used extensively in the context of supercooled water as evi-
dence of a nearby critical point,24,41–43 and in the context
of supercritical water as a dividing line between “gas-like”
and “liquid-like” regions of the phase diagram.44–47 As a sharp
dividing line between gas-like and liquid-like “states,” how-
ever, the concept of the Widom line is problematic because
its location depends on the path taken through the phase
diagram.48,49 Moreover, some transitions that one would asso-
ciate with a liquid-like to gas-like transition, like the break-
down of the hydrogen bonding network in water, do not
occur at the Widom line.50 Therefore, while the Widom line
may be useful as evidence for a critical point, it would be
beneficial to have a different construct that more accurately
reflects the continuous nature of the liquid-like to gas-like
transition. Here, we use the term “near-critical region,” which
is ambiguously defined by the region where the thermody-
namic susceptibilities are large. This is similar in spirit to
the “Widom delta,”47,51 except that the near-critical region
is intentionally ambiguous to more accurately describe the
nature of the “transition” between two ambiguously defined
states. While the term “near-critical region” is largely inter-
changeable with “Widom line” or “Widom delta,” we feel that
it better reflects the continuous and ambiguous nature of the
transition.

In many simple molecular fluids like N2 and O2, the IR
line shape broadens near the critical point.52–54 This phe-
nomenon, known as critical line broadening, occurs for sys-
tems in the motionally narrowed limit, where the line width
depends on the relaxation time of the frequency-frequency
correlation function.55 In this limit, the line width depends
on the dynamics of the system, which slow down near the
critical point, resulting in a broader line shape. This has
been well characterized through a mode-coupling theory for
the frequency-frequency correlation function.52,54 The IR line
shape of water, on the other hand, is not in the motionally
narrowed limit, but is inhomogeneously broadened, so that
the line width depends only on the static frequency distribu-
tion. In this case, dynamics do not affect the line width,55 so
we do not expect to see critical line broadening. The IR line
shape could, however, change qualitatively near the critical
point for other reasons. For example, the IR line shape is sensi-
tive to the hydrogen-bonding environment, which may change
dramatically near the critical point, where the fluid changes
most rapidly from liquid-like to gas-like. Likewise, one might
expect the line shape to change upon crossing the percola-
tion line, which describes the breakdown of the hydrogen-
bonding network in the supercritical region.50 There, the
qualitative change in character of the hydrogen-bonding

network might translate to a qualitative change in the IR line
shape.

Here, we focus on the IR experiments of Franck and Roth,
which probe the OD stretch of dilute HOD in H2O.29 They
measured IR line shapes over a wide range of densities at
673 K, about 4% above the critical temperature. Interestingly,
the spectrum changes very little as the density goes from 0.1
to 0.9 g/mL, displaying only a weak redshift of about 50 cm−1.
This is surprising, not only because they see no signatures
of the critical point or percolation line but also because the
redshift is relatively small. One at least expects a more sub-
stantial redshift at higher densities where hydrogen bonding
is more prevalent. Our theoretical results are in good agree-
ment with the experiment (Sec. III A), and we provide a micro-
scopic understanding of the minimal density dependence
(Sec. III B).

The IR line shape does, however, change qualitatively at
very low densities (∼0.05 g/mL), where it takes the character-
istic rovibrational structure of the isolated HOD molecule.29

Yoshida et al. captured this line shape well using a fully clas-
sical model.56,57 The mixed quantum-classical method we
use here also reproduces the low density spectrum well and
extends to the high density regime without reparameteriza-
tion. Yoshida et al. demonstrated that the features in the low
density rovibrational spectrum are due to classical rotations,
but the details remain unclear.56,57 In neat H2O, for example,
there are two vibrational modes, the symmetric and antisym-
metric stretches, but only the Q branch for the antisymmetric
stretch is observed experimentally.58 This can be understood
in terms of quantum mechanical selection rules,59,60 but these
do not apply in our mixed quantum-classical model or the
fully classical model.56,57 Yoshida et al. suggest that the Q
branch for the symmetric stretch is obscured by the P branch.
Here, we show that the Q branch for the symmetric stretch
is actually classically forbidden, due to an interesting appli-
cation of the “tennis-racket theorem” of classical mechanics
(Sec. III C).

II. METHODS
A. Simulation details

We perform classical molecular dynamics simulations
with the TIP4P/2005 rigid water model.61 We use the
TIP4P/2005 model because its critical temperature and den-
sity (640 K and 0.310 g/mL) are quite close to the experimental
numbers for water (647 K and 0.322 g/mL).62,63 Intermolecu-
lar geometries are constrained with the SETTLE algorithm.64

The dynamics are integrated using the leap-frog algorithm65

with a 1 fs time step and a Nosé-Hoover thermostat with a
0.1 ps damping time.66,67 We use periodic boundary conditions
with the particle-mesh Ewald method for long range electro-
static interactions.68 The simulations are performed with the
GROMACS package.69

We simulate 500 water molecules at 673 K (400 ◦C) and at
densities ranging from 1.5 × 10−3 g/mL to 1 g/mL. We study
these conditions to allow comparisons with experiments at
the same conditions.29 We also perform simulations with 4000
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water molecules to verify that the IR line shape is indepen-
dent of the system size (data not shown), even near the critical
point where correlations become long ranged. The simula-
tions include 50 ps of equilibration time followed by 400 ps
of data collection. At the lowest density (1.5 × 10−3 g/mL),
we only simulate 100 water molecules because the simulation
box is very large, making the particle-mesh Ewald calculation
computationally expensive.

At low densities, the rarity of collisions raises potential
issues in the MD simulation. Collisions allow equilibration
through the redistribution of energy, so at low densities, equi-
libration is slow. We run longer simulations to test that our
simulations are fully equilibrated. Further, MD thermostats
do not generate exact Newtonian dynamics.66,70 In dense liq-
uids, where the dynamics are overdamped, the thermostat-
ted dynamics are largely indistinguishable from Newtonian
dynamics. At very low densities, where the molecules are
mostly isolated, this may no longer be the case. We per-
form simulations at constant energy (NVE) to test that the
thermostat does not affect the results.

We also perform simulations of explicit HOD molecules
using in-house modifications to the LAMMPS software pack-
age,71 which are available upon request. These simulations are
largely identical in detail to the GROMACS simulations.

B. Spectroscopic calculations
We compute the IR line shape I(ω) of the OD stretch of

dilute HOD in H2O using the mixed quantum-classical meth-
ods described in Refs. 12–15. In this approach, the line shape
is given by the Fourier transform of the dipole correlation
function φ(t) of the system, broadened by the average lifetime
of a vibrational excitation T1. We compute φ(t) according to
Ref. 12, using the TIP4P spectroscopic maps72 adapted for the
TIP4P/2005 model.24 Following others,12 we assume an aver-
age vibrational lifetime of T1 = 1.45 ps for the OD stretch, as
determined from experiment.73 We simulate neat liquid H2O
and average the spectrum over all OH chromophores, treating
each as an implicit OD chromophore separately. This approach
has been successfully used to model the spectroscopy of dilute
HOD in H2O at ambient conditions because the vibrational
properties of the solute depend mostly on the dynamics of the
solvent.12,74–76 For all spectra presented here, we calculate the
correlation function φ(t) for 20 ps with a time step of 10 fs and
average over 760 choices of t = 0.

In Sec. III C, we also compute the IR spectrum of neat
H2O. There, we compute φ(t) according to Ref. 13 and use
T1 = 0.26 ps for the OH stretch.77

III. RESULTS AND DISCUSSION
A. The OD stretch in supercritical water

Franck and Roth measured experimental spectra of dilute
HOD in H2O at 673 K over a range of densities in the super-
critical region of the phase diagram.29 We compute spectra
at the same conditions using the mixed quantum-classical

method described in Sec. II B. A similar system was studied by
Yoshida et al. using a purely classical method.56,57 This method
performs well at low densities. Because our method uses
spectroscopic maps parameterized from electronic structure
calculations, however, we are able to reproduce the experi-
ment29 over a wide range of densities (Fig. 1), even though
the maps were parameterized for liquid water at ambient
conditions.72

While the overall agreement with the experiment is very
good, there are some disagreements at low density (0.1 g/mL).
There, the theoretical result overestimates the spectral inten-
sity at higher frequencies (Fig. 1). This is due to some combi-
nation of a failure of the spectroscopic map and a failure of
the water model. Because the map was parametrized for liq-
uid water, it does not quantitatively reproduce the properties
of gas-phase water. The map predicts that the OD stretch of
a gas-phase molecule is at 2767 cm−1,72 while the experimen-
tal value is 40 cm−1 lower at 2727 cm−1.78 This bias to higher
frequencies may be partly responsible for the high frequency
tail seen at lower densities where there are more molecules in
a gas-like environment. The high-frequency tail may also be
due to a failure of the TIP4P/2005 water model, which is “a
general purpose model for the condensed phases of water,”61

and was not parametrized to reproduce gas-phase properties
of water. If, for example, the TIP4P/2005 water model under-
estimates the amount of hydrogen bonding in low-density
supercritical water, then the theoretical spectrum would

FIG. 1. The IR spectra of the OD stretch of dilute HOD in H2O at 673 K and
various densities. The theoretical spectra (blue) approximate the experimental29

ones (orange) quite well. The theoretical spectra are normalized to have the same
peak height as the experimental spectra.

J. Chem. Phys. 150, 054505 (2019); doi: 10.1063/1.5079232 150, 054505-3

Published under license by AIP Publishing

https://scitation.org/journal/jcp


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

overestimate the spectral intensity at higher frequencies, as
we observe.

Overall, the spectral line shapes appear very similar to
those observed in water at ambient conditions.74–76,79 At
high densities, the peaks are broad and featureless, reflect-
ing the heterogeneous environment experienced by OD chro-
mophores. As the density decreases, this inhomogeneous
broadening is gradually replaced by a different type of inho-
mogeneous broadening, where the distribution in frequencies
stems from a distribution in rotational energy (Sec. III B). At
lower densities, where collisions are infrequent on the time
scale of a vibrational lifetime (T1 = 1.45 ps), rotational transi-
tions can occur simultaneously with vibrational excitations,
broadening the vibrational peaks. At higher densities, colli-
sions are frequent and rotational energy is constantly scram-
bled between states, so this broadening mechanism is not
important. The high-frequency shoulder at 0.1 g/mL (Fig. 1)
originates from this rotational broadening and is attributed to
the high-frequency R branch of the rovibrational spectrum of
gas-like molecules.

At even lower densities (1.65 × 10−2 g/mL), the full rovi-
brational spectrum emerges (Fig. 2). The single broad peak
seen at higher densities is replaced by two broad peaks sur-
rounding a sharp central peak (Fig. 2). This rovibrational struc-
ture is well understood and arises due to transitions between
quantized rotational levels that occur coincident with vibra-
tional excitation.60 For an asymmetric rigid rotor like HOD,
quantum selection rules dictate that changes in the rotational
quantum number J are restricted to ∆J = −1, 0, +1, result-
ing in the three peaks shown in Fig. 2. In order of increas-
ing frequency, these peaks are referred to as the P, Q, and
R branches.60 The experimental spectrum in Fig. 2 partially
resolves the fine structure of these peaks, but the mixed
quantum-classical method used here does not because rota-
tional states are not quantized. The fact that this method

FIG. 2. The experimental IR spectrum29 (orange) of the OD stretch of dilute HOD
in H2O at 673 K and 1.65 × 10−2 g/mL, compared to theoretical spectra (blue) at
the same conditions. When the spectrum is computed with explicit HOD molecules
(dashed blue), the agreement is significantly better than when computed with
implicit HOD molecules (solid blue). The theoretical spectra are shifted by 40 cm−1

to account for the failures of the spectroscopic map at low densities and normal-
ized by the area under the curve (see text). Even though the theoretical spectrum
(blue) treats rotations classically, it still captures the rovibrational structure of the
spectrum.

can capture the rovibrational line shape at all may surprise
the reader and will be discussed in considerable detail in
Sec. III C.

Apart from the fine structure, we find good agreement
between the experimental spectrum and the theoretical pre-
diction (Fig. 2). At this low density, there are several important
factors that must be taken into account. First, as discussed in
Sec. II B, it is common practice to simulate neat H2O instead
of explicitly simulating dilute HOD in H2O.12,16,74–76 We find
this approach to be valid for supercritical water as well at
the higher densities shown in Fig. 1 (data not shown). In very
dilute systems (Fig. 2), however, the difference in the moments
of inertia of H2O and HOD has a significant effect on the
free rotational dynamics of the molecule.57 By computing the
theoretical spectrum from an MD simulation of explicit HOD
molecules, we find much better agreement with the experi-
ment (Fig. 2). In doing so, we approximate the true dynamics
of dilute HOD in H2O with those of neat HOD, but at these low
densities, the effect of the “solvent” should be minimal. Fur-
ther, the computational cost of simulating true dilute HOD in
H2O is prohibitive. Second, the spectra in Fig. 1 are normalized
by their peak height to enable comparisons with the experi-
ment. In Fig. 2, however, there are three different peaks, and
it is unclear which one should be normalized to the experi-
ment. Instead, we normalize the spectra by the area under the
curve. Finally, since the maps are not parametrized for these
gas-phase environments, there is a systematic shift in the fre-
quency which corresponds to the 40 cm−1 difference between
the experimental gas-phase OD frequency (2727 cm−1) and the
gas-phase frequency of the spectroscopic map (2767 cm−1).
In Fig. 2, we subtract this 40 cm−1 shift from the theoretical
spectra.

B. Density dependence of the IR spectrum
Besides small disagreements in the tails of the line shape,

the theoretical spectra match the experiment remarkably well
over a wide range of densities (Figs. 1 and 2). As a function
of density, the most noticeable change in the spectrum is the
development of the rovibrational line shape (Fig. 2). Figure 3(a)
overlays the theoretical spectra as a function of density and
reveals two other important changes: the intensity increases
dramatically with increasing density, and the spectra redshift.
The increasing intensity is a non-Condon effect, where the
transition dipole moment depends on the molecular environ-
ment: water molecules in the condensed phase are “brighter”
than those in the gas phase.80,81 The redshift is caused by
the increasing hydrogen bonding at higher densities, which
weakens the OD bonds and lowers their characteristic fre-
quencies.36–39

We quantify the redshift using the peak position, which
is the frequency of maximum intensity [Fig. 3(b)]. The peak
position we observe follows the same trend as the experi-
ment and is semi-quantitative except at low density where the
40 cm−1 shift in the spectroscopic map becomes important, as
discussed above. In Fig. 3, this shift is not removed.

Surprisingly, the peak position only redshifts by about
50 cm−1 from 0.1 to 0.9 g/mL. This contradicts both of the
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FIG. 3. (a) The theoretical IR spectra of the OD stretch of dilute HOD in H2O
at 673 K redshifts as a function of density, from low density (blue, 0.01 g/mL) to
high density (red, 1.0 g/mL). The spectra are at the same densities as the points in
panel (b). (b) The peak position, or frequency of maximum intensity, as a function of
water density. Neither the experimental29 (orange) nor the theoretical result (blue)
show any change in behavior upon crossing the critical density (dotted lines).

expectations discussed in Sec. I: (1) that the spectra might
change near the critical point or percolation transition and (2)
that the spectrum should redshift more dramatically. Indeed,
the total experimental redshift is more than 100 cm−1 over the
full range of densities studied.29 Barring any dramatic changes
near the critical point or percolation line, one expects the
peak position to redshift smoothly over this range, as hydro-
gen bonding increases.36–39,50,82,83 Instead, the peak position
jumps abruptly at low density (∼0.05 g/mL) and redshifts only
weakly at higher densities [Fig. 3(b)]. One may be tempted
to attribute the jump in peak position at 0.05 g/mL to the
near-critical region or percolation line, but these are both at
significantly higher densities.70 Since these simulations and
experiments are at constant temperature, the near-critical
region roughly follows the constant temperature Widom
line.

The jump in the peak position is instead related to the
emergence of the rovibrational line shape at low densities
(<0.05 g/mL). By coincidence, the low-frequency P branch of
the rovibrational spectrum is at roughly the same frequency
as the inhomogeneously broadened peak at higher densities.
As a result, at intermediate densities, the peak position is a
weak function of the density because the rotational P branch
transitions smoothly into the high-density inhomogeneously
broadened peak. The jump in peak position seen in Fig. 3(b)
is not due to a sharp transition between these two regimes,
but simply caused by the central Q branch overtaking the P
branch, shifting the peak position discontinuously.

Neither our IR nor the unpolarized Raman spectra (data
not shown)84 change qualitatively upon crossing through the
near-critical region. This disagrees with some experimental

results,85–87 possibly due to the difficulty of performing exper-
iments on supercritical water, especially near the critical
point. We also find no evidence of crossing the percola-
tion line. The breakdown of the hydrogen-bonding network
that occurs upon crossing the percolation line is a col-
lective phenomenon, while the effect of hydrogen bond-
ing on the stretching frequency is much more local. While
hydrogen bonding is cooperative,88 the effect largely can-
cels out89 except in exotic structures like hydrogen-bonded
chains.90,91 There is evidence that these structures are not
important in supercritical water, even in the near-critical
region where the density is low and fluctuations dominate.50

As a result, the stretching of an OD chromophore is largely
unaffected by any large-scale collective changes in the fluid or
hydrogen-bonding network as one crosses through the near-
critical region or the percolation line. Rather, the spectrum
changes smoothly upon passing by these features of the phase
diagram.

This may seem to contradict evidence from simulations
that the IR spectrum changes qualitatively near the postulated
liquid-liquid critical point in supercooled water.24 There, the
IR intensity varies sharply upon crossing the Widom line at
constant pressure. Further from the critical point, however,
where the theoretical spectra are in good agreement with
experimental measurements,92–94 the variation is much less
dramatic. Here, we are studying supercritical water at temper-
atures only 33 K (1.05Tc) from the critical point, close enough
that the thermal susceptibilities have pronounced maxima
along isobars.50,95,96 So, any effect in the IR spectrum should
be obvious, but there are no qualitative changes in Fig. 3(b). To
verify this, we also perform simulations closer to the critical
point, at 1.01Tc, and find results that are qualitatively identical
to those shown in Fig. 3(b).

The discrepancy with observations in supercooled water
stems from the following difference. Experiments and simu-
lations in supercooled water are done as a function of tem-
perature, while those in supercritical water are done as a
function of density. As one tunes the temperature near a
critical point, the density changes abruptly, and the IR spec-
trum changes with it.24 If the density is tuned, on the other
hand, there is no abrupt change in density because it is the
control parameter, so there is likewise no abrupt change in
the IR spectrum. Here, we choose to study the system as a
function of density because this is how the experiments are
done.29

C. A classical perspective on the rovibrational
spectrum

One important feature of the experiment that is missing
in the theoretical spectrum is the rotational fine structure. The
experimental spectrum in Fig. 2 shows some rotational fine
structure in the P-branch (∆J = −1), and others have been able
to better resolve the structure.58,78 The quantum-mechanical
origin of this rovibrational line shape has been understood for
almost a century,59,60,97 but it may surprise the reader that the
mixed quantum-classical spectrum still captures the overall
spectral envelope (Fig. 2).
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The shape cannot come from transitions between quan-
tized rotational states because rotational states are not quan-
tized in our model. Instead, the P and R branches arise from
the classical rotations of the water molecules. This was orig-
inally demonstrated by Yoshida et al., but the mechanism by
which classical rotations generate these branches remains
unclear.56 Here we attempt to clarify this, beginning with a
simple example: an isolated HOD molecule. In this example,
there are no interactions or couplings, so the dipole correla-
tion function φ(t) is separable into vibrational and rotational
parts

φ(t) = φvib(t)φrot(t), (1)
with

φvib(t) = µ2e−iωvt, (2)

φrot(t) =
〈
u(0) · u(t)

〉
, (3)

where ωv is the OD vibrational frequency, u is the transition
dipole moment unit vector, which points along the OD bond,
µ2 is the oscillator strength, and 〈. . .〉 denotes an ensemble
average. If rotations are neglected, the total correlation func-
tion depends only on φvib(t), and its Fourier transform results
in a single peak at ωv. The P and R branches must therefore
originate from φrot(t).

To illustrate this, we now consider an isolated HOD
molecule that is rotating freely about a fixed axis perpendicu-
lar to u, denoted u⊥. This is an unphysical example, since the
angular velocity is not a constant of rotational motion, but it
has a pedagogical value due to its simplicity. We return to the
true rotational dynamics later on. For simplicity, we neglect
the ensemble average in Eq. (3) for now, using φ1 to denote
“correlation functions” that are not ensemble averaged:
φ(t) = 〈φ1(t)〉. For an isolated HOD molecule rotating about u⊥,
φ1

rot(t) is simply

φ1
rot(t) = cos(ωrt), (4)

where ωr is the angular frequency of the rotation. The total
dipole correlation function is then given by

φ1(t) ∼ e−i(ωv+ωr)t + e−i(ωv−ωr)t. (5)

Its Fourier transform gives two peaks in the spectrum at
ωv ± ωr. In the general case, free rotation about a fixed axis
at an angle θ from u results in the dipole correlation function

φ1(t) ∼ cos θ e−iωvt +
(
1 − cos θ

) (
e−i(ωv+ωr)t + e−i(ωv−ωr)t

)
, (6)

and its Fourier transform gives three peaks at ωv and ωv ± ωr.
After an ensemble average over all possible fixed axes of rota-
tion and Boltzmann-weighted angular momenta, these peaks
result in a spectrum with a PQR-branch structure (data not
shown). The P and R branches can be understood as arising
from rotations about axes that have a component perpendic-
ular to u (θ = 90◦), while the Q branch comes from rotations
about axes that have a component parallel to u (θ = 0◦).

This simple example illustrates how classical rotations
can lead to the PQR-branch structure, but neglects the
important fact that rotational dynamics conserve angular

momentum, not angular velocity or rotational axis. A strik-
ing example of this is the so-called “tennis-racket theorem,”
which states that any rotation about the intermediate princi-
pal axis of an asymmetric top is unstable and will always mix
with the other two rotations.98 A simple experiment, like toss-
ing a smartphone in the air, demonstrates this phenomenon.
In the case of HOD, this means that the sinusoidal time depen-
dence of Eq. (4) is wrong because the angular velocity is
not a constant of the motion, as mentioned above. Instead,
the rotational velocity trajectory evolves according to Euler’s
equation99

IΩ̇ +Ω × (IΩ) = 0 (7)

for an isolated rigid body, where Ω is the vector of angular
velocities and I is the moment of inertia tensor.

As discussed above, even though incorrect, Eq. (6) still
gives a spectrum that is qualitatively correct for HOD. In the
case of H2O, on the other hand, the correct dynamics are crit-
ical. In H2O, the two OH stretches couple, resulting in two
normal modes separated by about 100 cm−1, the symmetric
and antisymmetric stretches. Equation (6), when applied to
both normal modes of H2O, would therefore predict a spec-
trum with two sharp Q branches. The vibrational lifetime of
the OH stretch is 260 fs,77 which corresponds to a width of
about 20 cm−1, so these two peaks should be resolved in the IR
spectrum. But both the experimental58 and calculated (Fig. 4)
spectra of H2O at low density have only one Q branch. To
understand this discrepancy, we must understand the correct
dynamics described by Eq. (7). These dynamics are complex
and unintuitive, as demonstrated by the tennis-racket the-
orem, but their impact on the spectrum can be understood
both by numerical solution of Eq. (7) and by decomposing the
spectrum into component pieces.

FIG. 4. The OH stretch region of the IR spectrum of neat H2O at 673 K. The spec-
trum from an MD simulation at 1.5 × 10−3 g/mL (blue) is almost identical to that
for an isolated molecule (orange). The total spectrum of an isolated molecule can
be decomposed into contributions from the antisymmetric stretch (purple) and the
symmetric stretch (green). A schematic of a water molecule (inset) shows two of
the principal axes (eb and ec) and the corresponding transition dipole moments
(dotted lines). The presence and absence of a sharp peak at ωa and ωs, respec-
tively, are due to the classical rotational dynamics of an asymmetric top (see
text).
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We begin by discussing the numerical solution of Eq. (7).
One can compute the rotational correlation function φrot(t) of
an ensemble of isolated molecules using a simple brute force
ensemble average over initial angular velocities, followed by
time propagation according to Euler’s equation [Eq. (7)]. The
angular velocities are distributed according to the Boltzmann
distribution

P(Ω) ∼ e−βΩ
TIΩ, (8)

with β = (kBT)−1. We sample all initial angular velocities with
P(Ω) > 10−8 on a grid with a spacing of dΩ = 10 cm−1. We have
tested both the cutoff probability 10−8 and the grid spacing dΩ
for convergence. We integrate Euler’s equation with a fourth-
order Runge-Kutta method.100 We then calculate the spectra
as described in Sec. II B.77 This method should produce iden-
tical spectra to MD simulations in the dilute limit. We find
that this agreement is achieved for simulations of neat H2O at
1.5 × 10−3 g/mL (Fig. 4).

These numerical simulations confirm that the correct
dynamics [Eq. (7)] give spectra with only a single Q branch,
as observed both experimentally58 (not shown) and in our MD
simulations, but they do not explain why. This phenomenon
is well understood in terms of quantum-mechanical selec-
tion rules for asymmetric-top rigid rotors,59,60,97 but it turns
out that our mixed quantum-classical approach helps to shed
some light on the behavior in a more intuitive way.

In simulations of isolated molecules, there are no inter-
molecular couplings, so the spectrum can be cleanly decom-
posed into the components from the antisymmetric and sym-
metric stretching modes. This decomposition shows that both
the antisymmetric and symmetric stretches develop rotational
side bands, but the symmetric component is missing the sharp
central Q band (Fig. 4). This difference can be understood
in terms of the rotational correlation function. Like we did
for HOD [Eq. (1)], we can likewise decompose the correla-
tion function for an isolated, freely rotating H2O molecule into
vibrational and rotational parts

φ(t) = φa
vib(t)φa

rot(t) + φs
vib(t)φs

rot(t), (9)

where the superscripts a and s indicate the antisymmetric and
symmetric modes. Without rotations, the Fourier transform of
φ(t) simply gives a spectrum of two δ-function peaks at the
symmetric and antisymmetric stretching frequencies, ωa and
ωs, broadened into Lorentzians by the lifetime T1 and with rel-
ative intensities determined by the oscillator strengths. So, to
understand the shape of the spectra in Fig. 4, we must under-
stand the behavior of the rotational correlation functions
φa

rot(t) and φs
rot(t).

The correlation function for a vector in the molecule-
fixed-frame of an arbitrary asymmetric top, rotating accord-
ing to classical mechanics [Eq. (7)], is surprisingly complex
and not even analytically solvable.101 Here, we are only inter-
ested in the rotational correlation functions for the tran-
sition dipole vectors of the symmetric and antisymmetric
stretching modes. In this special case, we can understand
the behavior somewhat intuitively through the tennis-racket
theorem.

The transition dipole of the symmetric stretch is parallel
to the molecule’s electric dipole, which also coincides with the
eb principal axis of the molecule (Fig. 4 inset). Here, the prin-
cipal axes ea, eb, and ec define the frame in which I is diagonal
and correspond to the moments of inertia in decreasing order
Ia > Ib > Ic. According to the tennis-racket theorem, rotations
about the intermediate principal axes (eb) are unstable. So an
object initially rotating about its eb axis will undergo flipping
motions that prohibit long-time correlations from developing
for vectors that point along the eb axis. Since the symmetric-
stretch transition dipole moment is parallel to eb, φs

rot(t) decays
to zero, and its Fourier transform has no zero-frequency (DC)
component. When convoluted with the δ-function vibrational
component, this yields a line shape that has no intensity at ωs,
but has intensity on both sides.

The transition dipole of the antisymmetric stretch, on the
other hand, is parallel to the ec principal axis of the water
molecule (Fig. 4 inset). According to the tennis-racket theo-
rem, rotations about the ec axis are stable. This means that an
object initially rotating about its ec axis will continue to rotate
about that axis indefinitely. This allows long-time correlations
to develop for vectors that point along the ec axis. Since the
antisymmetric stretch transition dipole is parallel to ec, φa

rot(t)
does not decay to zero, and its Fourier transform has a non-
zero DC component. When convoluted with the δ-function
vibrational component, this yields a spectrum that has a sharp
peak at ωa and broad bands on either side.

This behavior can be understood more quantitatively
using numerical calculations of the rotational correlation
functions for various vectors in the molecular frame. Such
numerical correlation functions provide a general approach to
understanding the effect of classical rotations on the vibra-
tional spectra of arbitrary polyatomic molecules, from linear
molecules to asymmetric tops.102 Indeed, Guissani et al. found
that the correlations of vectors along the eb axis of an asym-
metric top decay to zero, while the correlations of vectors
along the ec axis do not.101

We are now in a position to understand the spectrum
of H2O in Fig. 4. Both the symmetric and antisymmetric
stretches exhibit rotational P and R bands, which sum to
form the P and R bands of the H2O spectrum. The antisym-
metric stretch exhibits a Q branch centered at ωa because
rotations about the corresponding transition dipole moment
are stable according to the tennis-racket theorem. The Q
branch at ωs is absent because the rotations about the cor-
responding transition dipole moment are unstable accord-
ing to the tennis-racket theorem. In the spectrum of HOD
(Fig. 2), considerations of stable and unstable rotations are
not as important because the transition dipole moment along
the OD bond is not parallel to the intermediate principal
axes of HOD. Nevertheless, it is still important to treat the
classical rotational dynamics correctly to make quantitative
predictions.

While quantum-mechanical selection rules are generally
rather unintuitive and abstract, the classical limit allows us to
visualize the rotational dynamics responsible for the rotational
structure of the IR line shape. For example, the quantum-
mechanical selection rules that forbid the symmetric Q branch
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from appearing in the IR spectrum can be understood classi-
cally as the instability of molecular rotations about the inter-
mediate principal axis eb. In contrast, the selection rules that
permit the antisymmetric Q branch correspond to the stability
of molecular rotations about ec.

IV. CONCLUSION
We find that spectroscopic maps72 developed for water at

ambient conditions do an excellent job predicting the experi-
mental spectra29 of the OD stretch in supercritical water over
a wide range of densities, from 1.65 × 10−2 g/mL to 1.0 g/mL.
We find that the spectrum redshifts as density increases, but
does not change qualitatively in the near-critical region or
upon crossing the percolation line. The weak density depen-
dence of the peak frequency at intermediate densities is a
coincidence: the rotational P branch at low density happens
to have a peak frequency that is similar to the high-density
inhomogeneously broadened spectrum, resulting in a smooth
transition between these regimes with minimal change in
frequency.

We then turn to the rovibrational spectrum observed at
lower densities. The mixed quantum-classical approach we
use to compute the spectra not only reproduces the com-
plex line shapes of dilute HOD in H2O and neat H2O but also
provides some insight into the underlying chemical physics.
It turns out that the forbidden Q branch in the symmetric
stretch spectrum of H2O is a quantum-mechanical manifes-
tation of the classical instability of molecular rotations about
the intermediate principal axis.
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